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In this paper, we identify a crucial numerical problem in sigma coordinate models, leading to unaccept-
able spurious diapycnal mixing. This error is a by-product of recent advances in numerical methods,
namely the implementation of high-order diffusive advection schemes. In the case of ROMS, spurious
mixing is produced by its third-order upwind advection scheme, but our analysis suggests that all diffu-
sive advection schemes would behave similarly in all sigma models. We show that the common idea that
spurious mixing decreases with resolution is generally false. In a coarse-resolution regime, spurious mix-
ing increases as resolution is refined, and may reach its peak value when eddy-driven lateral mixing
becomes explicitly resolved. At finer resolution, diffusivities are expected to decrease but with values that
only become acceptable at resolutions finer than the kilometer. The solution to this problem requires a
specifically designed advection scheme. We propose and validate the RSUP3 scheme, where diffusion
is split from advection and is represented by a rotated biharmonic diffusion scheme with flow-dependent
hyperdiffusivity satisfying the Peclet constraint. The rotated diffusion operator is designed for numerical
stability, which includes improvements of linear stability limits and a clipping method adapted to the
sigma-coordinate. Realistic model experiments in a southwest Pacific configuration show that RSUP3 is
able to preserve low dispersion and diffusion capabilities of the original third-order upwind scheme,
while preserving water mass characteristics. There are residual errors from the rotated diffusion operator,
but they remain acceptable. The use of a constant diffusivity rather than the Peclet hyperdiffusivity tends
to increase these residual errors which become unacceptable with Laplacian diffusion. Finally, we have
left some options open concerning the use of time filters as an alternative to spatial diffusion. A temporal
discretization approach to the present problem (including implicit discretization) will be reported in a
following paper.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Reducing the traditional errors in terrain-following coordinate
ocean models (or sigma models) has been a focus of interest for
the last two decades. The objective is to use this class of model
in regional domains which include not only the continental shelf,
but the slope and deep ocean as well. Two general types of error
have been identified: (1) the pressure-gradient error and (2) spuri-
ous diapycnal diffusion associated with steepness of the vertical
coordinate. At the time when state-of-the-art ocean models were
using second-order centered advection schemes, large amounts
of explicit lateral mixing was required to maintain stability. As a
result, spurious diapycnal mixing was quickly identified as the
main source of error in sigma models when applied to regions
encompassing the continental slope (Barnier et al., 1998). Two dif-
ferent types of solution to this problem were then proposed.
ll rights reserved.

rchesiello).
Firstly, Mellor et al. (1998) suggested applying diffusion only to a
tracer perturbation with respect to a reference frame such as cli-
matology. Barnier et al. (1998) argued for a more controllable ap-
proach: a rotated diffusion operator to align the diffusive fluxes
along geopotential surfaces. This followed the earlier implementa-
tion of isopycnal diffusion in climate models (Cox, 1987), using the
principle of coordinate rotation formalized by Redi (1982).

After having temporarily solved the diffusion problem, atten-
tion was then drawn to the pressure-gradient error problem,
resulting in significant improvements (Beckmann and Haidvogel,
1993; McCalpin, 1994; and Shchepetkin and McWilliams, 2003).
During the course of these improvements, numerical models were
subjected to profound changes which were due to the demonstra-
tion that second-order schemes are not optimal methods for ocean
(or atmospheric) modeling when accuracy is considered against
computational costs (Sanderson, 1998). In the process, large efforts
were made to reduce dispersion errors and lower excess diffusion
in both temporal and spatial discretization. Tracer advection re-
ceived particular attention and diffusive advection schemes were
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devised (see Shchepetkin and McWilliams, 1998; Hecht et al.,
2000, for a review). The success of these schemes was only shad-
owed quite recently by the discovery in climate models that impli-
cit diffusion in diffusive advection schemes is large enough to
produce excessive diapycnal mixing in geopotential coordinate
models (Griffies et al., 2000). In this paper, we show that the issue
is more dramatic in sigma-coordinate models, though as yet lack-
ing acknowledgement. We then propose and validate a new
scheme, which is a first step towards high quality advection
schemes adapted to the sigma-coordinates.

2. Model description and problem identification

The model employed in this study is the Regional Oceanic Mod-
eling System (ROMS). For a complete description, the reader is re-
ferred to Shchepetkin and McWilliams (2003, 2005). The model
was recently used in a study of the southwest Pacific region (Cou-
velard et al., 2008) where the problem of spurious diapycnal mix-
ing was identified. Here we briefly describe the model and the
southwest Pacific configuration which is used to identify the diffu-
sion problem and, in subsequent sections, to validate our solution
to this problem.

2.1. Model overview

ROMS is a split–explicit, free-surface and terrain-following ver-
tical coordinate oceanic model, where short time steps are used to
advance the surface elevation and barotropic momentum equation
and where a much larger time step is used for temperature,
salinity, and baroclinic momentum. ROMS employs a two-way
time-averaging procedure for the barotropic mode which satisfies
the 3D continuity equation. A third-order, upstream-biased, dissi-
pative advection scheme for momentum, implemented with a spe-
cially designed predictor–corrector time-step algorithm (Leapfrog–
Adams–Moulton III, LF-AM3; Shchepetkin and McWilliams, 2005),
allows the generation of steep gradients, enhancing the effective
resolution of the solution for a given grid size (Shchepetkin and
McWilliams, 1998). In the standard run, a third-order, upstream
advection scheme is also used for tracers, which will reveal the dif-
fusion problem. In this case, explicit lateral viscosity is null every-
where in the model, except in sponge layers near the open
boundaries where it increases smoothly on several grid points. A
K-profile parameterization (KPP) boundary layer scheme (Large
et al., 1994) parameterizes the subgrid-scale vertical mixing pro-
Fig. 1. Geography of the southwest Pacific region. The topography
cesses. The algorithm developments on tracer advection presented
in this study were implemented in the nested version of ROMS
(ROMS_AGRIF) but are now being implemented also in the larger
community version (myroms.org).

2.2. Configuration for the southwest Pacific

The presence of steep reef slopes and distinct intermediate
water masses will make the southwest Pacific model configuration
an interesting testbed for the present study. To encompass the
steep topographic features most relevant to the circulation in this
region, we have designed a rectangular grid extending from 30�S to
10�S in latitude and from 141�E to 191�E in longitude. The model
grid, forcing initial and boundary conditions are built using the
ROMSTOOLS package (Penven et al., 2007). The bottom topography
is derived from a 20 resolution database ETOPO2 from NOAA-NGDC
(Fig. 1). Although a new pressure-gradient scheme associated to a
modified equation of state limits computational errors of the pres-
sure-gradient (Shchepetkin and McWilliams, 2003), the bathyme-
try h still needs to be smoothed, so that the ‘‘slope parameter”
r = Dh/2h (Beckmann and Haidvogel, 1993) is everywhere lower
than a maximum value r0 = 0.2. To preserve a sufficient resolution
in the upper ocean, we use 35 vertical levels with stretched s-coor-
dinates near the surface. The surface layer resolution ranges from
1.4 m to 15 m and a maximum grid size of 900 m is in the bottom
layer.

The model external forcing is derived from observed and mod-
eled climatology. At the surface, the model heat and fresh water
fluxes are extracted from the COADS ocean surface monthly clima-
tology at 1/2� resolution (Da Silva et al., 1994). The thermal feed-
back of the model ocean surface temperature to the surface heat
flux is presented as a correction with respect to the COADS sea sur-
face temperature (Barnier et al., 1995). A similar correction is ap-
plied to the surface salinity flux. For momentum fluxes, a
monthly mean wind stress climatology is computed and interpo-
lated on the model grid, using the QuikSCAT satellite scatterometer
data for the period 1999–2006, provided by CERSAT (www.ifr-
emer.fr/cersat/en/index.htm) on a half degree grid.

At the three lateral boundaries facing the open ocean, a mixed
passive–active, implicit, radiation condition connects the model
solution to the surroundings (Marchesiello et al., 2001). In the case
of inflow conditions, the solution at the boundary is nudged to-
ward monthly time-averaged outputs of the ORCA05 global ocean
model, which had been run on a 1/2� resolution grid for the period
is essentially steep and rugged with meridional orientation.

http://www.ifremer.fr/cersat/en/index.htm
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1992–2002 (Kessler and Gourdeau, 2007). Forcing of inter-annual
signals such as El-Niño is explicitly excluded from this study, either
at the surface or lateral open boundaries. Nevertheless, intrinsic in-
ter-annual variability is allowed to generate in the model as a re-
sult of non-linear instabilities of the large-scale circulation
(Marchesiello et al., 2003). Finally, the model is initialized using
January-mean values from ORCA05 climatology.

The model was run in parallel on a 10-node PC-cluster. The hor-
izontal resolution used for the validation of our new advection
scheme is 1/6�, but resolution sensitivity tests (at 1/2�, 1/4�, 1/6�,
and 1/12� resolutions) serves as a measure of the convergence level
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Fig. 2. Two-year evolution of salinity at 1000 m in the standard ROMS simulation (1/6�)
from ORCA05 mean state which is close to the Levitus climatology. Salinity at this depth is
(a) Initial state. (b) Solution at 6 months. (c) Solution at 2 years.
of the model solution. In Couvelard et al. (2008) the statistical
equilibrium solutions were analyzed, but in this study the first 3
years of integration only (spin-up phase) will be shown as it re-
veals the diffusion problem more clearly.

2.3. Problem identification

Fig. 2 shows the salinity field at 1000 m during the spin-up
phase of the standard ROMS southwest Pacific simulation, using
the third-order upstream advection scheme. The initialization is
derived from ORCA05 which has been particularly well tuned to
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, using UP3 advection scheme. This phase corresponds to the model spinup, starting
characterized by a minimum corresponding to the equatorward spreading of AAIW.
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preserve the large-scale water masses. Therefore, temperature and
salinity at depth are close to large-scale observations, as compiled
for example in the CSIRO Atlas of Regional Seas (CARS: Dunn and
Ridgway, 2002). Salinity at 1000 m is characterized by a vertical
minimum corresponding to the equatorward spreading of Antarc-
tic Intermediate Water (AAIW). On the time-scale of a few years
and with seasonal forcing only, we expect this minimum to adjust
dynamically to the regional solution, but with little large-scale
variations. Clearly, this is not the case and the salinity minimum
becomes quickly eroded, with the source of erosion being situated
near the steepest island reefs, particularly the western side of New
Caledonia. A salinity budget analysis (not shown), using built-in
ROMS budget equations, confirms that the upstream advection
term is responsible for the erosion of salinity, and that the maxi-
mum erosion occurs at the deepest level of the water column
above the steepest slopes. By testing different advection and diffu-
sion operators available in ROMS, it quickly became evident that
the diffusive part of the advection term was responsible for the
model error (the maximum of salinity advection over steep slopes
disappears when non-diffusive centered schemes are used). In the
following we will present a new scheme, test its performances, and
verify that it solves our problem while retaining good numerical
and physical properties.

3. A modified advection scheme to reduce diapycnal mixing

3.1. Diffusive advection schemes: short review

Let us write the one-dimensional tracer advection equation for
a tracer T and advection velocity U:
oT
ot
¼ �U

oT
ox

ð1Þ

This equation should be non-dispersive, meaning that the phase
speed x/k and group speed dx/dk of any advected signal are equal
(and equal to U). On the other hand, the discretized equation using
second-order centered scheme is dispersive. To remedy the disper-
sion problem, we can introduce a numerical closure, following
Bryan (1975) who solve an advection–diffusion equation:

oT
ot
¼ �U

oT
ox
þ o

ox
A

oT
ox

� �
ð2Þ

A is a harmonic diffusion coefficient. In this case, the condition
of stability of the dispersive mode is dependent on the Peclet num-
ber (Bryan, 1975), which is the ratio of advection to diffusion:

Pe ¼ j U j Dx
A

ð3Þ

Dx is the mesh size. The monotonicity condition, preventing com-
putational modes and unphysical extrema, requires that Pe be low-
er than 2. If Pe = 2, then A = 1/2jUjDx and it can be shown that the
discretized advection–diffusion equation is equivalent to a first-or-
der upstream discretization of the advection equation. If monoto-
nicity is a very valuable property, the first-order scheme is also
known to be very diffusive, which results in unphysical degradation
of the signal being transported.

A few solutions have been proposed to improve the advection
problem. The earliest solution (Semtner and Mintz, 1977) was to
use hyperdiffusion in the advection–diffusion equation to achieve
a better scale selection:

oT
ot
¼ �U

oT
ox
þ o

ox
B

o3T
ox3

" #
ð4Þ

However, the usual practice of choosing an arbitrary value
for B is not considered satisfactory. The more recent approach
has been to develop diffusive high-order advection schemes.
Those can be classified into oscillatory and non-oscillatory
schemes. QUICK (Quadratic Upstream Interpolation for Convec-
tive Kinematics) and QUICK-type third-order upstream schemes
are the most common oscillatory schemes. They are not mono-
tonic, unlike linear first-order advection schemes, according to
the Godunov theorem (Godunov, 1959). The only way to cir-
cumvent this theorem is to devise a nonlinear discretization
(in T). Monotonic, nonlinear schemes are built using anti-diffu-
sion with non-linear limiters to prevent oscillations. Among the
most widely used schemes of this type in ocean modeling, are
FCT and TVD series, and more recently multidimensional mono-
tone schemes such as MDPPM and the Prather family (Griffies,
2007).

In numerous idealized studies of advection schemes, it appears
that monotonic schemes are often as diffusive as third-order up-
wind schemes. According to Griffies (2007; see also Griffies et al.,
2000), only the most recent monotonic schemes are able to re-
duce diffusion sufficiently in geopotential models to bring spuri-
ous diapycnal mixing to reasonable levels. However, this is
achieved at such cost that only intermediate solutions are cur-
rently affordable. We can easily foresee that the problem should
be far worse in sigma models where the angle between isopycnal
surfaces and sigma surfaces can be much greater. Nevertheless, it
is generally believed that the problem of spurious mixing is only
relevant to coarse-resolution models for climate studies and that
the use of high resolution in regional models removes this com-
plication. We will see in the following that this is not the case,
at least not until a very high resolution is used. We will concen-
trate on the third-order upwind scheme for two reasons. First, it
allows a scaling analysis to predict the evolution of spurious mix-
ing with resolution. Second, it allows a straightforward correction
to our problem.

3.2. Upstream third-order scheme UP3 and its split version SUP3

Let us write the spatial discretization of the one-dimensional
advection equation in flux form:

oTi

ot
¼ � 1

Dx
½Uiþ1

2
Tiþ1

2
� Ui�1

2
Ti�1

2
� ð5Þ

ROMS tracer advection scheme (noted UP3 hereafter) is pre-
sented in Shchepetkin and McWilliams (2005). As in the QUICK
scheme proposed by Leonard (1979), it is obtained by using a
three-point, upstream-biased, quadratic (parabolic) interpolation
of T to the interfaces of the tracer cells (mid-point):

Tiþ1
2
¼ 1

2
ðTiþ1 þ TiÞ �

1
6 ðTiþ1 � 2Ti þ Ti�1Þ if Uiþ1

2
> 0

1
6 ðTiþ2 � 2Tiþ1 þ TiÞ if Uiþ1

2
< 0

(
ð6Þ

In the UP3 scheme, the coefficient 1/6 was chosen instead of 1/8
in QUICK, as it can be shown (Webb et al., 1998) that only the for-
mer coefficient completely eliminates the error term of O(D x2),
which is the dispersive component associated with the third deriv-
atives of tracer T (in the Taylor series expansion of the advection
scheme).

One of the most striking features of UP3 is its ability to be bro-
ken into its purely advective and diffusive parts. This feature was
used almost simultaneously by Holland et al. (1998) and Webb
et al. (1998), respectively for NCOM and OCCAM models. Their
motivation was to solve a stability problem related to the Leapfrog
time-stepping algorithm (the diffusive part of QUICK was to be
evaluated at the old time step). In ROMS, the time-stepping algo-
rithm is similar to the Leapfrog–Adams–Moulton III predictor–cor-
rector (LF-AM3; Shchepetkin and McWilliams, 2005), which is
stable for both advection and diffusion written at current time
step. Therefore, the splitting of UP3 is also useful in our case but
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for different reasons. The Split-UP3 scheme can be obtained by
rewriting the interpolation of mid-point T:

Tiþ1=2 ¼
1

12
ð�Tiþ2 þ 7Tiþ1 þ 7Ti � Ti�1Þ þ

1
12
j Uiþ1=2 j

Uiþ1=2

� ð�Tiþ2 þ 3Tiþ1 � 3Ti þ Ti�1Þ ð7Þ

The first term is a local cubic polynomial interpolation of T,
which results in a centered advection scheme of fourth-order spa-
tial accuracy. Introducing the split interpolation into the advection
scheme gives an equation of the form:

oT
ot
¼ � o

ox
½UbT � � o

ox
B

o3T
ox3

" #
ð8Þ

bT is the cubic polynomial interpolation of T to the respective inter-
faces of tracer cells. The first term is a fourth-order centered advec-
tion scheme; the second term is a third-order diffusion term which
behaves like hyperdiffusion with a coefficient proportional to the
absolute value of local velocity:

B ¼ 1
12
j U j Dx3 ð9Þ

In this form, B will be called Peclet hyperdiffusivity, since it is
the coefficient required to satisfy an equivalent Peclet constraint
for the third-order upstream scheme (i.e. eliminating the second-
order dispersive error term). It is important to note that the exact
equivalence of UP3 and SUP3 is only valid in the one-dimensional
advection problem. A similar equivalence in the two-dimensional
case is not available and we expect additional diffusion in the cross
directions to occur in SUP3, as a result of the implementation of the
biharmonic operator by applying the Laplacian operator twice. This
point and the approximation made will be tested in Section 4.1.

3.3. Scaling of diapycnal mixing with grid spacing

One of the greatest advantages of splitting UP3 is to allow us to
perform a scaling analysis. This is inappropriate with monotonic
nonlinear schemes, where direct estimation of diapycnal mixing
is therefore required (Griffies, 2007). Here, we extend the scaling
analysis of Lee et al. (2002) to the case of sigma-coordinate models.
In this case, the resolution dependence of the topographic slope is
known since it is imposed by selective smoothing to safely limit
pressure gradient errors. This particularity of sigma models results
in different regimes of resolution dependence as will be shown in
this section.

Diapycnal harmonic diffusivity AD is generally estimated be-
cause it can be compared with observations (no observational esti-
mates are available for the biharmonic diffusivity BD which is less
physically meaningful). Following Redi (1982), AD can be derived
from an equivalent harmonic diffusivity A:

AD ¼ A:S2 ð10Þ

In sigma models, S is the slope between sigma surfaces (rather
than geopotential) and isopycnal surfaces. However, S can be an or-
der of magnitude larger than the slope between geopotential and
isopycnal surfaces; therefore, in the following we will neglect the
latter and consider vertical rather than diapycnal diffusion for sim-
plicity. In sigma-coordinate, the maximum slope Smax is at the bot-
tom level which follows the bottom topography. Then, mixing
above the bottom varies with the coordinate position r (which is
�1 at the bottom and 0 at the surface):

AD ¼ A½rSmax�2 ¼ r2A½Smax�2 ¼ r2Amax
D ð11Þ

The largest mixing value Amax
D within the water column is at the

bottom and varies with the squared bottom slope Smax. In the fol-
lowing, we consider the largest bottom values and drop the ‘‘max”
index for clarity. Writing S as a discretized form of the bottom
slope and introducing r0 the maximum r-value parameter allowed
for acceptable levels of pressure-gradient error, we obtain two
expressions of S:

S ¼ Dh
Dx
¼ r

2h
Dx
¼ r0

2h
Dx if r > r0 coarse resolution

sraw if r < r0 High resolution

(
ð12Þ

These relations express coarse and high resolution regimes, as
topography smoothing is required only in the former. Sraw is the
slope of ‘‘raw” bottom topography after interpolation to the model
grid. The following equation uses the scaling proposed by Lee et al.
(2002) to estimate the relation between harmonic and biharmonic
diffusivity:

A ¼ B

L2 ¼
UDx3

12L2 ð13Þ

U is the velocity scale in the direction of the flow; L is a mixing
length scale and can be taken as the Rossby radius L0 if we consider
that tracer variance is primarily associated with a stream of eddies
in geostrophic turbulence (Lee et al., 2002). However, if the model
grid cell has a greater size than L0(turbulence is not fully resolved),
we can use L = Dx and consider that tracer variance occurs primarily
at the grid cell level.

Taking the relations obtained for A and S, we can find a scale for
diapycnal diffusivity:

AD ¼

r2h2U
3Dx if Dx > L0 Coarse resolution

r2h2UDx
3L2

0
if r > r0 and Dx < L0 Medium resolution

UDx3S2
r aw

12L2
0

if r < r0 High resolution

8>>>><>>>>:
ð14Þ

It appears that the spurious mixing scale varies differently in
three resolution regimes, in relation with mesh size, bottom depth
and slope, flow speed, and lateral mixing (definition of coarse-res-
olution: mesh size larger than the mixing scale; medium resolu-
tion: mesh size is smaller, but bottom smoothing is still
required; and high resolution: bottom smoothing is not required
as mesh size is smaller than 1–2 km).

To appreciate the relation of spurious mixing with spatial reso-
lution, we have plotted in Fig. 3a, the values of AD computed with a
choice of averaged parameter values Sraw = 10%, r0 = 0.2, U = 10 cm/s
and L0 = 20 km. Curves corresponding to different values of bottom
depth h are represented. The most striking result is that the diffusion
error increases with refined resolution in the coarse-resolution re-
gime. At medium resolution the tendency reverses but the error only
decreases significantly at high resolution (with a power of 3). Then, a
resolution finer than 1 km is required to reduce spurious diffusivities
to less than 1 cm2/s, which may be considered acceptable in a regio-
nal model (as water properties are partially controlled by the open
boundary conditions), but remains higher than measured values in
the ocean interior (0.1 cm2/s).

Fig. 3b shows an attempt at validating this scaling of resolution-
dependent diffusivity by looking at the perturbation of the salinity
minimum. If we assume the evolution of salinity minimum over a
steep slope to be dominated by diapycnal diffusion, salinity anom-
alies are expected to evolve like AD. Therefore, in the absence of a
direct estimation of diapycnal mixing (as in Griffies et al., 2000),
we use salinity anomalies at 1000 m as proxy for spurious mixing.
Our model resolution sensitivity is based only on resolutions of
1/12, 1/6 1/4 and 1/2 degrees and miss out the high resolution re-
gime, but the results presented in Fig. 3b confirm the increase of
spurious diapycnal mixing with resolution at coarse-resolution. It
also suggests a change of regime at medium resolution. A finer res-
olution sensitivity experiment (with direct estimation of diapycnal
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mixing) is still needed to complete the validation task, but we can
nevertheless safely contest the general admitted idea that spurious
mixing can be reduced by refining the model resolution, unless res-
olution is greatly refined.

It also appears that AD increases with depth at coarse and med-
ium resolution (it is depth independent at high resolution). The in-
crease of spurious mixing with depth is consistent with our model
solution showing larger errors at depth where the AAIW salinity
minimum lies. However, the error is present at all depths and very
clearly affects even the barotropic circulation of the southwest
Pacific (see Section 4).

3.4. Rotated diffusion operator: RSUP3

The second advantage provided by the splitting of UP3 is that it
gives us access to lateral mixing and therefore an opportunity to
correct the diapycnal part of the mixing. Here, we face the original
mixing problem, discussed by Mellor et al. (1998) and Barnier et al.
(1998) who have provided two different solutions. Following Mel-
lor et al. (1998), we can apply diffusion only to a tracer perturba-
tion with respect to a reference frame (climatology). This tends
to reduce mixing that takes place across reference surfaces, crudely
approximating isopycnal mixing behavior. It may also keep one
advantage of isosigma diffusion (Mellor and Blumberg, 1985), by
preventing lateral mixing from interfering with subgrid-scale ver-
tical mixing in the bottom boundary layer (diffusivity should ap-
proach zero where the logarithmic law of the wall prevails). We
have implemented this scheme and will show in Section 4 that it
considerably reduces spurious mixing, but it also appears to pro-
duce unstable behavior of uncertain origin, showing vertical oscil-
lations of the tracer profile and grid-scale noise at the bottom in
the vertical velocity field. For this reason, our preference goes to
the solution proposed by Barnier et al. (1998), which in essence
uses the same technique as Cox (1987) who numerically imple-
mented Redi’s (1982) coordinate rotation. The principle is a
straightforward rotation of the diffusion tensor to align the diffu-
sive fluxes along the geopotential surfaces. Note that geopotential
diffusion is justified in regional applications for two reasons: eddy-
driven mixing is generally resolved explicitly in these applications
(although Roberts and Marshall, 1998; argue that adiabatic subgrid
diffusion may be required even in eddy-resolving models); and
water characteristics are largely controlled by the open boundary
conditions on decadal time-scales. However, the use of larger do-
mains, coarser resolution and longer time integration will require
addressing the issue of isopycnal diffusion.

The geopotential biharmonic operator is computed by applying
the rotated Laplacian operator twice. In the three-dimensional
Cartesian coordinates, we obtain a mathematical expression for
the lateral diffusion term of the tracer equation:
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(Bx, By, Br) are the Peclet hyperdiffusion coefficients, and (Sx, Sy) are
the isosigma slopes. The numerical implementation of this diffusion
operator on the C grid requires some averaging of the hyperdiffu-
sion coefficients and isosigma slopes:
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with:
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With this rotated diffusion operator, we name the split advec-
tion scheme RSUP3. We have noted in Section 3.2 that the exact
equivalence between UP3 and SUP3 is lost in the two-dimensional
problem. Here, with the rotated diffusion operator, the sources of
numerical discrepancy between the two schemes are more numer-
ous, due to additional averaging and differentiation. It is useful
here to recall other known problems associated with rotated diffu-
sion operators.
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There are various kinds of discretization errors, which have been
discussed within the isopycnal diffusion framework (Griffies et al.,
1998; Roberts and Marshall, 1998; and Beckers et al., 2000). The
first kind is associated with computational modes that are unal-
tered (or even amplified) by the rotated diffusion if simultaneous
averaging and differentiation operators are applied in the same spa-
tial direction (Griffies et al., 1998). In ROMS, first- and second-order
diffusion operators are designed to avoid this error. In particular, in
both fx and Fx the six-point stencil used in Cox (1987) to compute
the vertical derivatives (source of the computational modes) is re-
duced to a four-point stencil designed to avoid combinations of
averaging and differentiation. However, there is a second kind of
discretization errors argued by Beckers et al. (2000). It arises from
the fact that no linear discretization of the rotated diffusion opera-
tor (first- or second-order) is monotonic. This means that new local
extrema may be created by the numerical version of the diffusion
operator. This problem may be accentuated by large truncation er-
rors. As for the pressure gradient problem, the rotated diffusion
term is the sum of two relatively large terms (corresponding to hor-
izontal and vertical fluxes) which compensate each other; a small
error in either could result in a relatively large error in the total dif-
fusion. For this reason, vertical resolution should be sufficiently fine
when using rotated diffusion operators in sigma models. In our
case, a minimum of 30–40 sigma levels (with surface refinement)
is needed to maintain numerical integrity.

In spite of potential errors with rotated operators, the valida-
tions presented in Section 4 will show that the essential qualities
of low dispersion and diffusion of the UP3 scheme are retained. This
is due in part to the variable hyperdiffusion coefficient in RSUP3,
which seems to reduce discretization errors to acceptable levels.

3.5. Treatment of stability limits

Our main limitation in proposing a rotated isopycnal (rather
than geopotential) diffusion operator comes from the fact that the
linear stability of the diffusion equation is strongly constrained by
large vertical fluxes along steep isopycnal slopes (especially near
the surface where vertical resolution is increased). With Laplacian
diffusion, the largest constraint applies to the diagonal–vertical
piece of the tensor (Griffies et al., 1998) which can be solved implic-
itly, together with the vertical diffusion term. However with sec-
ond-order biharmonic diffusion operator, implicit treatment of
vertical fluxes is not straightforward. An semi-implicit solution to
this problem will be sought in a following paper, where the present
hyperdiffusion scheme, extended to isopycnal diffusion, may also
prove useful to the climate modeling community.

If RSUP3 is to be solved explicitly, stability criteria need to be
considered depending on the slope of surfaces along which the ten-
sor is rotated. Isopycnal slopes are too limiting near the surface,
where the vertical mesh size is reduced to properly resolve the sur-
face mixing layer, and cannot be used without serious slope clip-
ping. We have seen that geopotential diffusion may be
acceptable in regional models. In this case, the problem is more
manageable, and isosigma slopes impose a lower restriction to
the size of the time-step. The restriction is no longer at the surface,
where the slope approaches zero, but near the bottom in deep
water, where the slope is maximum. If the diffusion term is not
solved implicitly, we are left with two propositions: improving
the temporal scheme to obtain less restrictive criteria; and taper-
ing diffusivity by using a clipping method, similar to that of Cox
(1987) but adapted to the sigma-coordinates.

3.5.1. Extension of linear stability
In ROMS, the baroclinic time-stepping algorithm LF-AM3 (pre-

dictor–corrector) allows tracer diffusion to be applied either at
the current time of the corrector step n + 1/2 (standard) or at the
current time of the predictor step n. We have performed a Fourier
stability analysis (see for example Durran, 1999) which indicates
that a 50% gain in the stability range is obtained by applying the
biharmonic operator at time n + 1/2 rather than n, but another
30% is given by interpolating between these two time levels, i.e.
the tracer value used in the diffusion term at time n is:

Tn ¼
1
4

Tn þ
3
4

Tnþ1
2

ð18Þ

To obtain this result, we assume that the main stability restric-
tion is set by hyperdiffusion in the vertical direction (of coefficient
l), and then focus on extending the stability limit of an explicit
implementation for a pure biharmonic diffusion term. For an expli-
cit one time level scheme:

Tnþ1 � Tn

Dt
¼ �lD2Tn; ð19Þ

the stability condition obtained by a Fourier analysis is given by:

l Dt
Dz4 6

1
8

ð20Þ

Dz is the variable vertical mesh size. In the two time level approach
of ROMS, diffusion is applied during the corrector step. In this case,
the scheme:

Tnþ1 � Tn

Dt
¼ �lD2 3

4
Tn þ

1
4

Tn�1

� �
ð21Þ

leads to the less restrictive stability condition:

l Dt
Dz4 6

1
4

ð22Þ

With this modification in the biharmonic operator, the permissible
time step is increased, although still limiting.

3.5.2. Clipping method
Since we do not want the model time step to be limited by the

diffusion term, we apply a clipping procedure to the diffusivities.
To be practical, this procedure should not be left as a tunable
parameter; instead we can obtain a relation for the maximum
hyperdiffusivity which is authorized at a given time step. Starting
from the numerical stability condition (22) given for an equivalent
vertical hyperdiffusivity BD = BS4, and writing the isosigma slope
as:

S ¼ Dzjr
Dx

ð23Þ

where Dzjr is the variation of z along a tracer cell following a sigma
surface, we obtain a limit for B:

B 6 Bmax ¼
Dx4

4Dt
Dz

Dzjr

� �4

ð24Þ

If we assume that clipping is most needed at the CFL limit, we can
use U = Dx/Dt, and write:

Bmax ¼ Cclip
Dz

Dzjr

� �4

� B ð25Þ

B is here the unrestricted coefficient given by RSUP3. In this scaling
analysis Cclip has a value of 3; however, with regards to the various
simplifying hypotheses that we used, this coefficient should be re-
duced for safety: we propose a value of 1. Our clipping formulation
says that the maximum hyperdiffusion coefficient allowed is a frac-
tion of the unrestricted coefficient, which depends on vertical
mesh-size relative to the vertical extent of the horizontal mesh.
The restriction is close to zero at the surface and maximum above
steep slopes in deep water, but somewhat compensated by coarser
resolution at depth. In our configuration, the minimum fraction of B
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(maximum restriction) is above the western barrier reef of New Cal-
edonia. The spatial localization of the limiting factor is coincidental
with the location of maximum spurious diapycnal mixing. There-
fore, our clipping method may help to further reduce the amount
of spurious mixing in deep water, without major penalty in terms
of numerical dispersion. More importantly, clipping is avoided at
the surface where the strongest currents are present.

4. Validation of the new tracer advection scheme

In practice, the implementation of RSUP3 in ROMS is relatively
straightforward because the main pieces are already in place: the
fourth-order centered scheme (the purely advective part of RSUP3)
is implemented with the proper weighting coefficients (Shchepet-
kin and McWilliams, 2005); a geopotential biharmonic operator is
also implemented (and applied in Haidvogel et al., 2000; for exam-
ple) in the standard version, but with constant hyperdiffusion coef-
ficients. To obtain RSUP3, we combined these two pieces and
computed the hyperdiffusion coefficients with the averaging pro-
cedure described in the above equation. We then implemented
modifications to the temporal scheme for extended stability crite-
ria and our specially designed clipping method (as described in
Section 3.5).

We show in this section that the new tracer advection scheme
RSUP3 provides us with an acceptable solution to our problem.
Fig. 4 (bottom panel) presents a proper representation of the salin-
ity field at 1000 m depth, to be compared with the UP3 solution
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Fig. 4. ROMS simulation using the new advection scheme RSUP3. (a) Pec
(Fig. 1). The correction of water masses has greatly affected the
dynamical solution in the whole water column (not shown), which
confirms that the problem identified in our study is relevant to all
regional modeling studies. In the following, we will proceed to
demonstrate the performance of the RSUP3 scheme relevant to re-
gional modeling, after first evaluating the splitting of UP3 in a mul-
tidimensional context.

4.1. Equivalence of UP3 and SUP3

The first step in validating our new advection scheme is to eval-
uate the quality of the splitting technique alone. In the one-dimen-
sional problem, SUP3 is an exact equivalent of UP3 (this can easily be
verified mathematically and numerically). In the two-dimensional
problem, an exact mathematical expression of SUP3 is not available,
so that an extension of the one-dimensional scheme is used (as in
previous work by Holland et al., 1998; Webb et al., 1998). We pres-
ent here a comparison of UP3 and SUP3 solutions on the southwest
Pacific domain after two years of integration of ROMS.

Fig. 5 presents salinity fields at 1000 m depth for a sub-region
around New Caledonia, where the maximum diffusion error is
found (associated with steep reef slopes). The top panels show
UP3 and SUP3 solutions compared with ORCA05 climatology,
which is used to initialize and force the regional model. Both
schemes produce large erroneous salinity anomalies which devel-
op from the steepest slope areas, i.e. essentially the western side of
New Caledonia. The pattern of spuriously diffused salinity is simi-
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Fig. 5. ROMS Salinity at 1000 m for various choices of advection–diffusion schemes zoomed in around New Caledonia after 2 years of integration. (a) Initial state from
ORCA05 climatology. (b) UP3 scheme. (c) SUP3 scheme. (d) RSUP3 scheme. (e) RSUP3 modified with constant hyperdiffusivity 6 � 1010 m4/s. (f) RSUP3 modified with
Laplacian diffusion and constant diffusivity 400 m2/s. UP3 is ROMS standard Upstream third-order scheme (Shchepetkin and McWilliams, 2005); SUP3 is split UP3 between
advection and diffusion terms along isosigma surfaces; RSUP3 is split UP3 with diffusion operator rotated along geopotential surfaces.
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lar in both cases, but the anomalies are larger in the SUP3 case.
Thus, the SUP3 scheme appears to overestimate the diffusion com-
pared with the implicit amount provided by the upstream-biased
advection scheme. The excess vertical diffusion appears also in
comparisons of averaged vertical salinity profiles (Fig. 7), as well
as averaged salinity anomalies at 1000 m (Fig. 8). The latter calcu-
lation reveals anomalies of about 15% higher in SUP3 compared
with UP3. This excess diffusion is probably related to additional
diffusion cross terms in SUP3, due to the biharmonic operator
implementation as twice applied Laplacian operator.
Another way of comparing the amounts of diffusion provided
consists in observing its effect on the dynamical spectrum.
Fig. 9a shows the energy spectrum for the entire domain and sec-
ond year of simulation. It shows a very comparable energy spec-
trum for UP3 and SUP3 versions. Therefore the difference in
diffusion is not large enough to significantly affect the dynamics
at any scale. SUP3 presents the same ability as UP3 to satisfy the
Peclet constraint without excessive diffusion. This suggests that
the difference between UP3 and SUP3 salinity profiles is probably
associated with small differences in lateral diffusion fluxes, but
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Fig. 6. Temperature–salinity diagrams for the southwest Pacific region centered
around AAIW characteristics. (a) Comparison of ROMS solutions using UP3 with
ORCA05 January climatology. (b) Same but with ROMS solution using RSUP3.
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they do translate into significant spurious diapycnal diffusion. The
latter will now be corrected.

4.2. Performance of RSUP3

Three performance criteria are proposed to validate the desir-
able abilities of our new scheme: (1) maintaining numerical integ-
rity associated with the Peclet constraint (2) preserving the large-
scale water masses entering through the lateral boundaries; (3)
preserving the energy spectrum given by the original UP3 scheme.

4.2.1. Maintaining numerical integrity
The first criterion for validating the new scheme resides in its

ability to prevent computational modes from generating unphysi-
cal extrema when the Peclet constraint is violated. Fig. 4 presents
the surface Peclet hyperdiffusion coefficient B in the model solu-
tion with RSUP3. The hyperdiffusivity shows large spatial varia-
tions which span two orders of magnitude (between 1 � 109 and
2 � 1011 m4/s). Highest values occur where the flow is most in-
tense in the western boundary current region but strong eddies
are also shed all over the domain from unstable zonal jets (Couve-
lard et al., 2008). In each region of the domain, the diffusivity is
adequate to maintain numerical integrity, satisfying the Peclet
constraint, since the solution is smooth at the grid scale.

Fig. 5e,f present additional experiments to estimate the solution
sensitivity to the coefficient magnitude and order of the diffusion
operator. In the first experiment, a constant hyperdiffusion coeffi-
cient is used instead of the Peclet relation. Numerical stability re-
quires a constant coefficient capable of controlling the largest
velocities at any place and time (Griffies and Hallberg, 2000). We
found the value of B = 6 � 1010 m4 s�1 to be satisfactory. Lower val-
ues produced unphysical extrema at locations where the currents
are strongest (East Australian Current and its eddy field) as predicted
by the Peclet constraint. On the other hand, higher values are not
permitted by surface stability limits of the temporal scheme.

4.2.2. Preserving water masses
This test requires that large-scale water masses entering

through the lateral boundaries are not modified unrealistically
within a timescale that is shorter than the flushing timescale of
the regional domain (a few years). It appears sufficient to concen-
trate on the AAIW around 1000 m depth where water characteris-
tics are the most affected. It should be noted that a complete
preservation of the large-scale salinity profile may not be desirable,
as dynamical adjustments of the mass field also occur in the
spin-up process. But these changes should remain small, within
acceptable values compared with observations (salinity between
34.35 and 34.55). Fig. 5c and d show a comparison of salinity at
1000 m for SUP3 and RSUP3 solutions respectively. Clearly, the ro-
tated operator has almost completely corrected the previous diffu-
sion error, as salinity remains in the range of ORCA05 climatology
(Fig. 5a). Temperature–salinity diagrams (Fig. 6) and mean vertical
salinity profiles (Fig. 7b) show that the correction is observable
over the whole southwest Pacific region and water column, while
some residual salinity anomaly persists. Fig. 8 provides a quantifi-
cation of the 1000-m residual anomaly, which is about 20% of the
error made with SUP3. As said before this average anomaly is not
necessarily erroneous but possibly created by dynamical adjust-
ments, as the salinity values remain in the normal range.

If the large-scale salinity signal appears satisfactory, there is per-
sistence of local salinity extrema near the Caledonian slope. They
are too localized to impact the large-scale water-masses and may
also be associated with small-scale dynamical adjustments, but
our sensitivity study on coefficient and order of diffusion reveals
the presence of discretization errors from the rotated diffusion
operator. In Fig. 5e, it appears that a constant hyperdiffusion coeffi-
cient produces a generally smoothed tracer field and preserves the
large-scale AAIW signal (its area average anomaly is only slightly
higher than in RSUP3; Fig. 8). However, the salinity extrema located
near the Caledonian western reef is more clearly defined compared
with the RSUP3 solution. Fig. 7d presents an averaged vertical pro-
file of the Peclet hyperdiffusivity B in the New Caledonia region,
which shows that the decrease of B with depth is exponential.
When choosing a constant diffusivity value for B, numerical integ-
rity must be satisfied at the surface in energetic regions. Therefore,
this constant value tends to largely overestimate diffusion at depth
with two results: one is that the tracer field is smoother than nec-
essary; the other is that discretization errors are emphasized. How-
ever, this issue becomes truly relevant with first-order diffusion
operators. Using rotated Laplacian diffusion with constant coeffi-
cient A = 400 m2 s�1 (Fig. 5f), the salinity error becomes such that
the large-scale AAIW signal is affected (the average anomaly is
0.13 in Fig. 8). We conclude that discretization errors are not ampli-
fied by the use of second-order versus first-order operators despite
complexity of the former. On the contrary, acceptable residual er-
rors are achieved only when using biharmonic operators, especially
with dynamically-dependent coefficients.

4.2.3. Preserving the energy spectrum
The last criterion for a suitable UP3 alternative is to allow realis-

tic dynamics at all scales. This is achieved if diffusion is small en-
ough that isopycnal slopes are preserved, i.e. available potential
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energy is not excessively dissipated (our interest here is mostly con-
cerned with the thermocline area where available potential energy
is largest). Fig. 9b shows the surface energy spectrum for various
choices of diffusion: RSUP3, constant biharmonic and harmonic dif-
fusion coefficients. We have already shown in Section 4.1 that SUP3
is able to maintain the high levels of energy given by UP3 (Fig. 9a),
featuring active mesoscale activity even at such medium resolution.
When using constant hyperdiffusivity, the energy spectrum is not
dramatically changed, but the smaller scales in the mesoscale re-
gime (under� 100 km) present lower energy levels consistent with
our previous observation that the tracer fields are smoother in this
case. If excess diffusion occurs it may affect the effective resolution
of the model (estimated around 7Dx, i.e. the wavelength where the
model‘s spectrum begins to decay relative to the k�3 mesoscale re-
gime), and compromise frontal and other sub-mesoscale forma-
tions. The difference with RSUP3 then decreases towards larger
scales, although it does not vanish completely.

However, more dramatic differences appear for the constant
first-order diffusion case. The energy levels in this case are many
times lower. The large-scales and mesoscale are particularly
affected, as also illustrated in Fig. 10, where eddy activity is clearly
lacking in the northern part of the domain (compare with UP3 and
RSUP3 solutions, which are both very energetic at the mesoscale).
Note that rotated Laplacian operators are commonly used in cli-
mate models for physical closure, even in eddy-resolving models,
instead of more complex rotated biharmonic schemes (Roberts
and Marshall, 1998). In the case of regional sigma-coordinate mod-
els, we conclude that the RSUP3 with variable hyperdiffusivity pro-
vides the best dynamical solution, while avoiding excessive
diapycnal diffusion.

5. Further considerations

5.1. Diffusion of tracer anomalies: SUP3-A

SUP3-A is an alternative scheme designed for diffusion of tra-
cer anomalies as in Mellor et al. (1998) but using SUP3; some
results are plotted in Figs. 7c and 8. In the averaged salinity pro-
file (Fig. 7c), the solution is almost confounded with climatology,
suggesting that the water masses seem perfectly conserved. How-
ever, the vertical velocity field (not shown) can be very noisy,
with a maximum numerical check-board mode at the bottom.
This may also result in local oscillations of tracer profiles. A gen-
eral explanation for these numerical instabilities may be that the
artificial constraint to preserve climatology is inconsistent with



10
−3

10
−2

10
−5

10
−4

10
−3

10
−2

10
−1 k−5/3

k−3

Wavenumber km−1

S
pe

ct
ra

l d
en

si
ty

 m
3 .s

−
2

UP3
SUP3

10
−3

10
−2

10
−5

10
−4

10
−3

10
−2

10
−1 k−5/3

k−3

Wavenumber km−1

S
pe

ct
ra

l d
en

si
ty

 m
3 .s

−
2

RSUP3
B CST
A CST

a

b

Fig. 9. Energy spectrum of ROMS solutions. (a) Comparison of UP3 and SUP3
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dynamical adjustments of the mass field. Mellor et al. (1998) pro-
posed (we can assume for this general reason as no explanation
was given) to let the reference field evolve from the climatology.
We have tried this option but so far without further success. Nev-
ertheless, this solution has the real advantage of avoiding rotated
operators and could be useful even in climate models if the
numerical instability problem can be solved. We therefore leave
this option open.
5.2. Smagorinsky diffusivity

The only widely used formulation of flow-dependent diffusivity
is proposed by Smagorinsky (1963). This is a physical rather than
numerical closure, developed for the momentum equations; it is
sometimes applied to tracers (Blumberg and Mellor, 1987; in
POM for example), but with unclear physical justification. The
Smagorinsky viscosity for one-dimensional Laplacian operators is
given by:

Asmag ¼ CAjDjDx2jDj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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D is the deformation rate (DT is horizontal tension and DS is horizon-
tal shearing strain), CA is a dimensionless scaling parameter. If the
deformation rate scales as jDj = U/Dx (Griffies and Hallberg, 2000),
then a scale for the Smagorinsky coefficient is:

Asmag � CAUDx ð27Þ

From physical arguments, the value of CA is generally given
around 0.1. However to prevent numerical instability, the Peclet
constraint requires a value of 0.5, which is much larger. In prac-
tice then, the Smagorinsky formulation with usual coefficients
should under-dissipate or under-diffuse the solution. However,
numerical instabilities may be suppressed in some models by
excessive temporal filtering. In particular, Durran (1991) has
shown that the Robert–Asselin filter applied in many ocean
models to the Leapfrog time-stepping is able to suppress numer-
ical instabilities arising from centered advection operators (in
this case the temporal scheme becomes first-order accurate
and over-diffusive). This explains the observation by Mellor
et al. (1998) concerning the good stability of POM tracer fields,
even in absence of any explicit diffusion. In ROMS, our third-or-
der time-stepping allows fine-scale physical structures to devel-
op, as well as numerical instabilities. In our case then, the
Smagorinsky formulation with CA = 0.1 leads to a very noisy
solution (not shown). On the other hand, imposing higher values
may lead to excessive diffusion as well as truncation errors sim-
ilar to the constant harmonic diffusion case. The relevant out-
come of the present discussion is that time filters may present
a valuable alternative to spatial diffusion for numerical closure
in sigma models. This aspect of the problem, which is related
to the implicit discretization issue (Section 3.5), will be ad-
dressed in a following study devoted to temporal schemes for
advection.
5.3. Suggestions for momentum advection

If the first-order Smagorinsky formulation is numerically inap-
propriate, let’s explore, as Griffies and Hallberg (2000) did, the pos-
sibility of extending the formulation to second-order diffusion, but
using our own scaling analysis. The Smagorinsky hyperdiffusivity
should scale as:

Bsmag � aAsmagDx2 � aCAUDx3 ð28Þ

The Peclet constraint for our fourth-order centered advection
scheme imposes a value of 1/12 for aCA. With this constant value,
the biharmonic Smagorinsky formulation can be used in a stable
way. For tracer advection, there is no real physical justification to
replace the diffusivity formulation given by the split advection
scheme, i.e. replacing U by. However, the parameterization of fric-
tional boundary layers in the momentum equation requires a for-
mulation of viscosity which depends on shearing strain. It has
been shown (Chassignet and Garraffo, 2001) that the absence of
such dependence leads to western boundary currents (WBC) that
are too energetic, with generation of eddies and separation mech-
anism produced upstream of the observed locations. In ROMS also,
the use of UP3 in the momentum equation leads to physically
unstable WBC, i.e. the Aghulas Current (Penven, personal commu-
nication) and the Gulf Stream (see Haidvogel et al., 2000). A natural
way of combining numerical and frictional boundary layer con-
straints for the momentum equation would be to adopt a bihar-
monic Smagorisnky formulation adapted to the advection
scheme. In our case, a combination of physical and numerical clo-
sure would give:

Bsmag ¼
1

12
max

juj
Dx

; jDj
� 	

Dx4 ð29Þ

This suggested formulation is to be validated in further studies.
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Fig. 10. ROMS surface relative vorticity after 2 years of integration. (a) UP3. (b) RSUP3. (c) RSUP3 with first-order diffusion and constant diffusivity 400 m2/s.
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6. Conclusion

In this paper, we identify a crucial numerical problem in sigma
coordinate models, leading to unacceptable spurious diapycnal
mixing. The error is a byproduct of recent advances in numerical
methods, namely the implementation of high-order diffusive
advection schemes. Spurious mixing in the case of ROMS is pro-
duced by its third-order upwind advection scheme, but our analy-
sis suggests that all diffusive advection schemes, including the
most recent monotonic schemes with complex nonlinear limiters,
should give equivalent problems in all sigma models. Most regional
applications are focused on surface fields where mixing errors are
least detectable. This may explain why the problem has been so far
unnoticed, although the mixing problem also affects the surface
layers. Another prevailing yet false idea is that spurious mixing
should decrease with resolution. We show that in a coarse-resolu-
tion regime, spurious mixing increases as resolution is refined, and
may reach its peak value when eddy-driven lateral mixing be-
comes explicitly resolved. At finer resolution, diapycnal diffusivi-
ties should decrease but only become physically acceptable at
resolutions finer than the kilometer.

The solutions to this problem are few because it requires a
specifically designed advection scheme with either very small
implicit diffusion along coordinate surfaces or rotated explicit
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diffusion. We have proposed and validated the latter, which at
this time appears as the only valid alternative. The RSUP3
scheme is a modified version of the scheme proposed in Holland
et al. (1998) and Webb et al. (1998), where diffusion is split
from advection and is represented by a rotated biharmonic diffu-
sion scheme with flow-dependent hyperdiffusivity satisfying the
Peclet constraint (named here Peclet hyperdiffusivity). Our mod-
ified version is composed of a rotated diffusion operator modi-
fied for numerical stability; it comes with improvements of
stability limits by adjustment of the temporal scheme, and a
clipping method adapted to the sigma-coordinate. RSUP3 is able
to preserve low dispersion and diffusion capabilities of the origi-
nal third-order upwind scheme while preserving water mass
characteristics. There are likely to be residual errors from the ro-
tated diffusion operator but they remain acceptable. In this re-
spect, we have shown that a rotated biharmonic diffusion
operator performs better than a Laplacian operator, despite in-
creased numerical complexity of the second-order rotation. The
use of a constant diffusivity rather than the Peclet hyperdiffusiv-
ity also tends to increase residual errors which become unac-
ceptable with Laplacian diffusion. Finally, some options have
been left open concerning the application of non-rotated SUP3
to tracer anomalies, and perhaps more importantly that of time
filters as an alternative to spatial diffusion. A temporal discreti-
zation approach to the present problem (including semi-implicit
discretization) is under way and will be reported in a following
paper. It should provide in particular an extension of our tech-
niques to high-order isopycnal diffusion for non-regional appli-
cations of sigma-coordinate models (and geopotential
coordinate models as well). Time filters may also help damping
numerical extrema from oscillatory schemes, but the accurate
application of strictly monotonic schemes to the sigma-coordi-
nates remains an unsolved and largely unacknowledged issue.
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